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Abstract: The current paper presents the use of the bees algorithm with Kalman filtering to
train a radial basis function (RBF) neural network. An enhanced fuzzy selection system has
been developed to choose local search sites depending on the error and training accuracy of the
RBF network. The paper provides comparative results obtained when applying RBF neural clas-
sifiers trained using the new bees algorithm, the original bees algorithm, and the conventional
RBF procedure to an industrial pattern classification problem.
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1 INTRODUCTION

An artificial neural network (ANN) is a mathematical

model of a biological nervous system. The model usu-

ally comprises a large number of units or nodes called

neurons. In the most common types of ANN, these

neurons are arranged into layers and connected to-

gether by adjustable weights to give the ANN the ability

to learn. Deciding appropriate values for the weights

of a neural network is a key task in the implementation

of neural systems. This task can be solved using

optimization methods such as the genetic algorithm

[1], simulated annealing [2], and the bees algorithm

[3]. The latter is an efficient optimization procedure

inspired by the food-foraging behaviour of honeybees,

which are known to adopt a judicious combination of

global exploration and local exploitation to arrive at

the best food source [4].

The current paper presents an enhancement to the

original bees algorithm which involves combining

it with Kalman filtering [5] and using the enhanced

algorithm to adapt connection weights in a radial

basis function (RBF) neural network. The purpose of

adding Kalman filtering to the bees algorithm is to

speed up its convergence. An application of the

enhanced bees algorithm to train an RBF network

for an industrial pattern classification problem, the

automated visual identification of wood defects, is

used to demonstrate the effectiveness of the enhanced

algorithm compared with the original bees algorithm

and the conventional RBF training procedure.

The paper is organized as follows. Section 2 reviews

the bees algorithm and Kalman filtering. Section 3

describes the enhanced bees algorithm. Section 4

presents the results obtained by the enhanced algo-

rithm and compares them with those obtained using

the original algorithm as well as the conventional RBF

procedure. Section 5 concludes the paper.

2 THE BEES ALGORITHM AND KALMAN
FILTERING

2.1 The bees algorithm

The bees algorithm is a swarm-based optimization

procedure which mimics the natural foraging beha-

viour of honeybees to locate optima in complex

search spaces. The algorithm employs a combina-

tion of global exploratory and local exploitative

search techniques. In the original algorithm, the

global exploration and local exploitation both im-

plement random search. For the global search,

‘scout bees’ are sent randomly to different parts of

the search space to look for potential solutions. For
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the local exploitation, ‘follower bees’ are recruited to

exploit those patches of the search space found by

the scout bees to be more promising in terms of the

quality of the solutions that they contain.

The basic form of the algorithm needs several

parameters, including: the number of scout bees, n;

the number of patches selected for the local search, m;

the number of top (‘elite’) patches among the m

selected patches, e; the number of follower bees to be

recruited for the elite patches, nep; the number of bees

to be recruited for the other (m{e) selected patches,

nsp; the initial size of each patch, ngh; and the stopping

condition.

Figure 1 shows a flowchart of the basic bees algo-

rithm. Figure 2 depicts a local rectangular patch in a

two-dimensional search space. In Figure 2, ngh1 and

ngh2 represent one-half of the sides of the local patch.

The parameters define the size of the local search area.

In the bees algorithm, data are manipulated as a

vector of floating point numbers, instead of the binary

coding of the search space usually adopted in genetic

algorithms. The vector gives the position of a bee and

represents a sample from the search space. The

position vector for a scout bee is randomly generated

within the search space and that for a follower bee is

randomly produced within a selected patch. Position

updating in the local search part of the algorithm

takes place in random jumps according to

xnew~xoldza:ngh ð1Þ

where

a [uniform {1, z1ð Þ or a [normal {1, z1ð Þ
xnew are the new coordinates of a bee

xold are the most recent coordinates of a bee

ngh is the radius of the local search patch.

An enhanced version of the bees algorithm was

proposed by Pham and Haj Darwish [6] to reduce

the number of parameters needed to run the basic

form of the algorithm. The reduction in the number

of the parameters was achieved by using fuzzy logic

in the selection of local search sites [6].

The bees algorithm has been used to solve a

number of problems including optimization of a

fuzzy logic controller [7], solution of the environ-

mental/economic dispatch problem in power gen-

eration [8], designing of antenna arrays [9], search

for protein structures [10], timetabling [11], and the

design of mechanical elements [12].

2.2 Kalman filtering

The Kalman filter [13, 14], which is a recursive esti-

mator, was proposed by Kalman in 1960 to predict

optimal parameters for a linear system. A more

general form of the Kalman filter called the extended

Kalman filter [15] was subsequently developed for

systems with non-linear behaviours.

Consider a non-linear system represented as

follows

xnz1~f xnð Þzwn ð2Þ

Fig. 1 Pseudo-code of the basic bees algorithm
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dn~h xnð Þzvn ð3Þ

where

xn represents the state of the system at time n

wn is the process noise

dn is the observation vector

vn is the observation noise

f(?) and h(?) are non-linear vector functions of the

state.

The following are the recursive estimation equa-

tions of the extended Kalman filter

K n~PnHn RnzHT
nPnHn

� �{1 ð4Þ

x̂xn~f x̂xn{1ð ÞzK n dn{h x̂xn{1ð Þ½ � ð5Þ

Pnz1~F n Pn{K nHT
nPn

� �
F n

TzQn ð6Þ

where

F n~
Lf xð Þ
Lx

����
x~x̂xn

ð7Þ

HT
n~

Lh xð Þ
Lx

����
x~x̂xn

ð8Þ

and

Kn is the Kalman gain

Rn and Qn are the covariance matrices of noise

processes wn and vn, respectively

Pn is the covariance of the prediction error

x̂xn is the estimated state of the system at time n.

Kalman filtering has been used for tuning fuzzy

systems [15], estimating locations in Global Posi-

tioning Systems (GPS) [16], and training neural

networks [17, 18]. However, Kalman filtering is very

sensitive to the choice of starting point and to

parameter tuning, as it is difficult to find proper

parameters without extensive trials. Another pro-

blem in employing the Kaman filter as an optimiza-

tion tool is trapping at local optima, as the filter

tends to converge to local solutions quickly.

In this work, the fast convergence of the Kalman filter

to local optima is exploited to construct an efficient

method to update the positions of follower bees in the

local search part of the bees algorithm.

3 THE PROPOSED METHOD

3.1 Enhanced fuzzy selection

In reference [6], a fuzzy greedy selection system was

proposed to choose local search sites and to decide on

the number of recruited followers for each selected

patch. In this section, an enhanced fuzzy selection

system is described which performs the selection and

recruitment processes using multiple independent

criteria. The system attempts to select patches with

low training errors and high classification accuracies to

yield good neural classifiers.

The selection system consists of two fuzzy inputs,

two crisp outputs, and an inference system of the

zero-order Sugeno type. The first input variable is

the classification error and the second input variable

is the training accuracy. Each input variable is

represented by two triangular membership func-

tions, namely ‘low’ and ‘high’. Figure 3 depicts

the membership functions used for the input

variables. The output is made up of two quantities:

Fig. 2 A local patch in a search space
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‘low’ with value zero (0) and ‘high’ with value (nw).

nw is the maximum number of follower bees per

patch.

The initial universe of discourse for the inference

system is defined by the maximum and the mini-

mum values for the classification error and training

accuracy of the scout bees. The universe of discourse

is updated at the end of each iteration. This repeated

updating makes the selection procedure dynamic

and ensures that the number of recruited bees is

always appropriate for any given situation.

The selection is performed using the fuzzy rules

shown in Figure 4. The structure of the rules gives the

system its multi-criteria selection behaviour, since

recruitment depends on two independent terms, i.e.

classification error and training accuracy.

The output is rounded off to give the total number of

follower bees in a selected patch. In this type of

selection, there is no need to sort local search sites into

a candidate list as ranking does not play any role in the

fuzzy multi-criteria selection.

3.2 The algorithm

Equation (1) is a simplified form of equation (5), the

recursive estimation or state update of the Kalman

filter which, when linearized, can be written as

x̂xn~x̂xn{1zK nEn{1 ð9Þ

where En 2 1 is the Kalman estimation error and can

be likened to the patch radius ngh of the bees

algorithm.

Thus, the Kalman filter equation for state update,

equation (5), can be used instead of equation (1) to

change the positions of follower bees in the exploi-

tation stage. It is assumed that all bees have their own

memories to store the most recent values of their

Kalman filter parameters.

In addition to this replacement of random jumps

with Kalman filter state updating, the enhanced

fuzzy selection method discussed in the section 3.1

is also employed to recruit follower bees and to

choose local search sites.

Fig. 3 Input membership functions for enhanced fuzzy selection

Fig. 4 Enhanced fuzzy selection rules
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The flowchart of the proposed method is presented

in Figure 5. As with the standard bees algorithm, the

modified algorithm starts in step 1 with (ns) scout bees

being placed uniformly randomly in the search space.

The fitness of each site visited by the scout bees is

evaluated (i.e. the classification error and training

accuracy of a neural network are calculated) in step 2.

In step 3, an enhanced fuzzy system is formed and

initialized with the values of classification errors and

training accuracies of the patches visited by the scouts.

The best sites are selected for exploitation (local

search) in step 4 and bees are recruited for those sites in

step 5. Site selection and bee recruitment are performed

using the enhanced fuzzy selection procedure and are

conducted according to the classification error and

training accuracy associated with each site (more bees

for lower error and higher training accuracy). Site

selection and bee recruitment are implemented

smoothly by applying fuzzy rules. In step 5, the fitness

values of the points visited by the recruited bees are

evaluated and the Kalman filter parameters (the filter

gains) for those bees are updated.

Step 6 involves ranking the points visited at each

site and selecting the point with the highest fitness

value to compete for further exploitation in the next

iteration.

The optional step 7 is invoked when the optimization

process is deemed to be trapped at a local peak, in

which case the Kalman filter parameters for the

associated bees are changed (in this work, this involved

doubling the values of the Kalman filter parameters), or

when a fitness plateau is detected, which causes

stopping of exploitation at that site and abandonment

of the site for a new location in the search space.

In step 8, unused scout bees (i.e. those not already

‘working’ at the points selected in step 6) are again

sent randomly to explore the search space looking

for other potential solutions.

In step 9, the new sites found by the scout bees with

the points selected in step 6 are used to update the

enhanced fuzzy selection system. The process is

repeated from step 4 until a stopping criterion is met.

4 IDENTIFICATION OF WOOD DEFECTS

Automated visual inspection systems for identifying

wood defects using neural networks are described in

references [19] and [20]. Figure 6 gives examples of the

twelve types of wood veneer defect and an example of

clear wood. Photographs of the different types of defects

and of good veneer were captured and processed to

produce a dataset comprising 232 patterns, each con-

taining 17 features [20]. The patterns were divided into

two subsets, one used for training neural classifiers and

the other for testing the trained classifiers.

An RBF neural network was used as classifier. It was

configured in three layers: an input layer with 17

neurons, a hidden layer with 51 neurons, and an output

layer with 13 neurons. The number of neurons in the

input layer matched the number of features (or the

dimension of the input pattern x). The number of

neurons in the output layer was the same as that of

pattern classes (12 classes of defects plus the class
Fig. 5 Flowchart of the proposed algorithm with en-

hanced fuzzy selection
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of clear wood). The size of the hidden layer was

empirically determined.

Each of the neurons in the hidden layer applies an

activation function which is a function of the Euclidean

distance between the input and a 17-dimensional pro-

totype vector. Each hidden neuron contains its own

prototype vector. The outputs of the neurons in the

output layer are weighted sums of the outputs of the

hidden layer neurons [21].

The activation function (basis function) used in

the hidden layer is given by [21]

g vð Þ~ go vð Þ½ �1=(1{p) ð10Þ

go vð Þ~norm x{vð Þ2 ð11Þ

where

p . 0 is a real number

x is an input pattern

v is a prototype vector and the centre of a basis

function.

The output of the RBF network, y, is given by

y~K TWT ð12Þ

where K is the output of the hidden neurons and W

is the matrix of the weights of the links between the

hidden layer and the output layer.

The elements of the weight matrix W and those of the

prototypes v define the state of a non-linear system

while the output of the RBF network forms the output of

that non-linear system (see equations (14) and (15))

x~ wT
1 ::: wT

n vT
1 ::: vT

c

� �T ð13Þ

xnz1~f xnð Þzwn ð14Þ

yn~h xnð Þzvn ð15Þ

where

wn and vn are artificially added noise processes

f(.) is the identity mapping

yn is the target output of the RBF network

h(xn) is the actual output of the RBF network.

The vector x consists of n cz1ð Þzmcð Þ RBF

parameters arranged in a linear array, where c is

the number of hidden neurons (51), n is the number

of output neurons (13), and m is the number of input

neurons (17).

The training set consisted of 80 per cent of

patterns (185 in total) selected randomly from the

dataset and the remaining 20 per cent (47 in total)

formed the test set. Table 1 provides details of the

pattern classes and the numbers of examples used

for training and testing.

Experiments were repeated ten times with ten

iterations each. The number of scouts, ns, was five

and the maximum number of follower bees in each

patch, nw, was also five. These values were deter-

mined empirically. The covariance matrices of the

Kalman filter were P~Q~10:I1543, where I is the

identity matrix and 1543 is the size of vector x (see

equation (13)) and R~10:I2405, where 2405 is the

Fig. 6 Wood veneer defect types [4]

Table 1 Pattern classes and the number of examples
used for training and testing

Pattern class Total Used for training Used for testing

Bark 20 16 4
Clear wood 20 16 4
Coloured streaks 20 16 4
Curly grain 16 13 3
Discolouration 20 16 4
Holes 8 6 2
Pin knots 20 16 4
Rotten knots 20 16 4
Roughness 20 16 4
Sound knots 20 16 4
Splits 20 16 4
Streaks 20 16 4
Wormholes 20 16 4
Total 232 185 47
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number of output neurons multiplied by the number

of patterns in the training set.

The average number of evaluations needed to obtain

good classification results was 115 objective function

calls instead of the 100 000 iterations and the large bee

population required by the standard bees algorithm

(see Table 2) [22]. The latter was implemented in C++.

Due to the large numbers of iterations required by

the standard algorithm to obtain well-trained neural

classifiers, the code was executed on a parallel-

computing Condor pool comprising more than 1000

personal computers with a combined maximum

processing power of 1012 floating point operations per

second. The new algorithm was programmed and run

under the MATLAB environment on a personal com-

puter with a dual core processor and the MicrosoftH
Windows XP operating system. Although the use of very

different hardware and software environments makes it

unreasonable directly to compare the speeds of the two

algorithms, an idea of the remarkable improvement

achieved can be gained from the fact that the standard

algorithm took approximately 2.5 days to train a

classifier while the new algorithm required only 4 h.

Table 3 presents a comparison of the results obtained

by RBF classifiers trained conventionally and trained

using the standard bees algorithm and the version with

Kalman filtering. To highlight the strong performance of

the bees algorithm training, the results for a minimum

distance classifier (MDC) [20] are also provided.

5 CONCLUSIONS

This paper has presented an enhancement to the

bees algorithm and demonstrated an application of

the enhanced algorithm to an industrial pattern

recognition problem. The enhancement consists of

integrating Kalman filtering, which is a gradient-

based optimization method, with the bees algorithm,

which is a swarm-based optimization technique

combining random exploration and ‘greedy’ exploi-

tation. The Kalman filter enables rapid migration

towards good solutions, while premature conver-

gence and sensitivity to initial positions are over-

come by the swarm nature of exploration in the bees

algorithm. The use of enhanced fuzzy selection has

eliminated the need for the bees algorithm to rank

the search sites. The application discussed in this

paper is the identification of wood defects by RBF

neural classifiers. The new algorithm gave the RBF

neural classifier better training and test results than

those of RBF classifiers trained conventionally and

by the standard bees algorithm. The new algorithm

also drastically reduced the number of iterations

needed to train the neural classifier, speeding up the

training manifold in comparison with the original

algorithm.
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